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Abstract

This paper presents a stochastic model to determine both the optimal testing period and planned
maintenance limit for computer software, considering the difference between the debugging en-
vironment in the testing phase and the executing environment in the operational phase. The
software reliability models based on non-homogeneous Poisson processes are assumed to describe
the debugging phenomena for both the environments. We formulate the total expected software
cost, and derive the optimal software testing period and planned maintenance limit which min-
imize it. Throughout a numerical example, we calculate the joint optimal policy combined by
testing period and planned maintenance limit.

1 Introduction

It is important to determine the optimal time when software testing should be stopped and when the system
should be delivered to a user or a market. This problem, called optimal software release problem, plays
a central role for the success or failure of a software development project. Many authors formulated the
optimal software release problems based on different model assumptions and/or several software reliability
models (Bai and Yun (1988), Dohi et al. (1997), Koch and Kubat (1983), Okumoto and Goel (1980), Yun
and Bai (1990)).

It is common for software developers to provide maintenance service during the period when they are
still responsible for fixing software faults causing failures. In order to carry out the maintenance in the
operational phase, the software developer has to keep a software maintenance team. At the same time, the
management cost in the operational phase should be reduced as much as possible, but the human resources
should be utilized effectively.

Kimura et al. (1999) considered the optimal software release problem in the case where the software
warranty period is a random variable. Pham and Zhang (1999) developed a software cost model with
warranty and risk. They focused on the problem for determining when to stop the software testing under a
warranty contract. Dohi et al. (2000) formulated the problem for determining the optimal software warranty
period which minimizes the total expected software cost. Since the user’s operational environment is not
always same as that assumed in the software development phase, however, the above literature did not take
account of the difference between two different phases.

Several reliability assessment methods during the operational phase have been proposed by some authors
(Musa et al. (1996), Okamura et al. (2001)). In this paper, we develop a stochastic model on which the
difference between the software testing environment and the operational environment is reflected in a fashion
similar to Okamura et al. (2001). Based on the non-homogeneous Poisson processes (NHPPs), we formulate
the total expected software cost incurred for the software developer, and derive analytically the optimal
testing period (release time) which minimizes the total expected software cost. We call the time length
to complete the operational maintenance after the release a planned maintenance limit , and also derive
the optimal planned maintenance limit which minimizes the total expected software cost. Throughout
a numerical example, we calculate numerically the joint optimal policy combined by testing period and
planned maintenance limit.



2 Model description

First of all, the assumptions on the software fault-detection process are given in the following: (a) In
each time when a software failure occurs, the software fault causing the failure is detected and removed
immediately, (b) the number of initial faults contained in the software program, N0, follows the Poisson
distribution with mean ω (> 0), (c) the time to detect each software fault is independent and identically
distributed nonnegative random variable with probability distribution function F (t) and density function
f(t). Let {N(t), t ≥ 0} be the cumulative number of software faults detected up to time t. From the above
assumptions, the probability math function of N(t) is given by

Pr{N(t) = m} =
[ωF (t)]me−ωF (t)

m!
m = 0, 1, 2, · · · . (1)

Hence, the stochastic process {N(t), t ≥ 0} is equivalent to an NHPP with mean value function ωF (t).
Suppose that a software testing is started at time 0 and terminated at time t0 (≥ 0). The time length

of software life cycle tL (> 0) is known in advance and is assumed to be sufficiently larger than t0. More
precisely, the software life cycle is measured from time t0. The software developer is responsible to the
maintenance service for all the software failures that may occur during the software life cycle under a
maintenance contract. We suppose that the project manager decides to break up the maintenance team at
time t0 + tW (0 ≤ tW ≤ tL) to reduce the cost to keep it, but he/she will incur a large amount of debugging
cost after the planned maintenance limit compared with before it. Further, let c0 (> 0) be the cost to remove
each fault in the testing phase, cW (> 0) be the cost to remove each fault before the planned maintenance
limit, cL (> 0) be the cost to remove each fault after the planned maintenance limit, k0 (> 0) be the testing
cost per unit of time, and kW (> 0) be the cost to keep the maintenance team per unit of time.

3 Total expected software cost

This section formulates the total expected software cost which can occur in both testing and operational
phases. It should be noted that the operational environment after the release may differ from the debugging
environment in the testing phase. This difference is similar to that between the accelerated life testing
environment and the normal operating environment for hardware products. We introduce the environment
factor a (> 0) which expresses the relative severity in the operational environment after release, and consider
that the time in the testing phase and the operational phase has proportional relationship. Namely, the time
length t in the testing phase corresponds to at in the operational phase. Under the above assumptions, note
that a = 1 means the equivalence between the testing and operational environments. On the other hand,
a > 1 (a < 1) implies that the operational environment is severe (looser) than the testing environment.
Okamura et al. (2001) apply this technique to model the operational phase of the software, and estimate the
software reliability through an example of the actual software development project. The probability math
function of the number of software faults detected before the planned maintenance limit is given by

Pr{N(t0 + tW )−N(t0) = m} =
{ω [F (t0 + atW )− F (t0)]}m

m!
e−ω[F (t0+atW )−F (t0)]. (2)

Similarly, the fault-detection process of the software after the planned maintenance limit is expressed by

Pr{N(t0 + tL)−N(t0 + tW ) = m}
=

{ω [F (t0 + atL)− F (t0 + atW )]}m

m!
e−ω[F (t0+atL)−F (t0+atW )]. (3)

From Eqs.(2) and (3), the total expected software cost is given by

C(t0, tW ) = k0t0 + c0ωF (t0) + kW tW + cW ω [F (t0 + atW )− F (t0)]
+ cLω [F (t0 + atL)− F (t0 + atW )] . (4)



4 Determination of the optimal policies

Suppose that the time to detect each software fault obeys the exponential distribution (Goel and Okumoto
1979) with mean 1/λ (> 0). We make the following assumptions:

(A-I) cL > cW > c0,
(A-II) cW

(
1− e−λatL

)
> c0,

(A-III) cW

(
1− e−λatW

)
+ cL

(
e−λatW − e−λatL

)
> c0.

Further, we define

Q(tW ) = k0 + ωλ
[
c0 − cW

(
1− e−λatW

)− cL

(
e−λatW − e−λatL

)]
. (5)

Then the following results provide the optimal software testing policy and optimal planned maintenance
limit which minimize the total expected software cost, respectively.

Theorem 1: When the software fault-detection time distribution follows the exponential distribution with
mean 1/λ, under the assumptions (A-I) to (A-III), the optimal software testing period (release time) which
minimizes the total expected software cost is given as follows:

(1) If Q(tW ) < 0, then there exists a finite and unique optimal software testing period t∗0 (> 0).

(2) If Q(tW ) ≥ 0, then the optimal policy is t∗0 = 0 with

C(t∗0, tW ) = kW tW + cW ω
(
1− e−λatW

)
+ cLω

(
e−λatW − e−λatL

)
. (6)

Theorem 2: When the software fault-detection time distribution follows the exponential distribution with
mean 1/λ, under the assumption (A-I), the optimal planned maintenance limit which minimizes the total
expected software cost is given as follows:

(1) If kW ≥ (cL − cW )ωλae−λt0 , then the optimal policy is t∗W = 0 with

C(t0, t∗W ) = k0t0 + c0ω
(
1− e−λt0

)
+ cW ω

[
e−λt0 − e−λ(t0+atL)

]
. (7)

(2) If kW < (cL − cW )ωλae−λt0 and kW > (cL − cW )ωλae−λ(t0+atL), then there exists a finite and unique
optimal planned maintenance limit t∗W (0 < tW < tL) which minimizes the total expected software cost.

(3) If kW ≤ (cL − cW )ωλae−λ(t0+atL), then we have t∗W = tL with

C(t0, t∗W ) = k0t0 + c0ω
(
1− e−λt0

)
+ kW tL + cW ω

[
e−λt0 − e−λ(t0+atL)

]
. (8)

5 A numerical example

Based on 86 software fault data observed in the real software testing process (Abde-Ghaly et al. 1986), we
calculate numerically the joint optimal policy (t∗0, t

∗
W ). For the software fault-detection time distribution,

we apply two distributions; exponential (Goel and Okumoto 1979) and gamma of order 2 (Yamada and
Osaki 1985) distributions with parameter λ (> 0). Suppose that the unknown parameters in the software
reliability models are estimated by the method of maximum likelihood, when 70 fault data are obtained,
namely t = 67.374. Then, we have the estimates (ω̂, λ̂) = (98.5188, 1.84e-02) for the exponential distribution,
and (ω̂, λ̂) = (75.1746, 6.46224e-02) for the gamma model. For the other model parameters, we assume:
k0 = 0.02, kW = 0.01, c0 = 1.0, cW = 2.0, cL = 20.0 and tL = 1000.

Table 1 presents the dependence of the environment factor a on the joint optimal policy (t∗0, t
∗
W ). It is

observed from Table 1 that the optimal testing period t∗0 decreases as the environment factor monotonically
increases, i.e., the operational circumstance tends to be severe. It is also observed that its associated
minimum total expected software cost C(t∗0, t

∗
W ) decreases as the environment factor monotonically increases.



Table 1: Joint optimal policy for varying environment factor.

Exponential Gamma
a t∗0 t∗W C(t∗0, t

∗
W ) t∗0 t∗W C(t∗0, t

∗
W )

0.50 405.0 0.0 107.7 167.4 0.0 78.9
0.75 304.6 159.2 107.3 135.6 50.4 78.7
1.00 282.6 157.1 106.8 128.5 49.8 78.6
1.25 272.7 143.3 106.5 125.2 45.5 78.5
1.50 267.0 129.8 106.2 123.4 41.2 78.4
2.00 260.6 108.4 105.9 121.3 34.3 78.3
3.00 254.9 81.5 105.5 119.4 25.8 78.2
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